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The investigation of  the feasibility of  using the YOLO 
(You Only Look Once) architecture for object detection in 
infrared images from unmanned aerial vehicles (UAVs) on 
low-power devices, specifically the Raspberry Pi, and 
Orange Pi, is conducted. The study measures the con-
sumption of  computing resources for each device, such as 
inference time (ms), peak power consumption (W), 
memory consumption (MB), inference energy (J), memory 
consumption (MB), and storage consumption (MB). It also 
investigates the correlation between number of  model pa-
rameters and resource consumption of  the different 
YOLO model sizes. Finally, the study draws conclusions 
about the expediency and realism of  using YOLO on 
low-power devices for Edge Intelligence and proposes 
methods of  speeding up work. The results show that 
YOLO can be used effectively on low-power devices with 
some optimizations to increase performance and energy 
efficiency.
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Introduction
In our study, we address the challenge of  deploying convo-
lutional neural networks (CNNs) like YOLO on low-power 
devices, including Raspberry Pi and Orange Pi, which have 
limited computational resources. We investigate the perfor-
mance of  YOLO in the context of  object detection, espe-
cially in the domain of  UAVs. Our findings offer valuable 
insights for both academic researchers and industry profes-
sionals working on computer vision applications for 
low-power platforms, shedding light on the feasibility and 
efficiency of  deploying advanced CNN models in re-
source-constrained environments.

We aim to measure the performance of  low-power devices 
in executing the YOLO architecture for object detection in 
infrared images from UAVs. We trained the model on the 
HIT-UAV dataset, which is comprehensively described in 
our previous work. To achieve this, we use a set of  metrics 
related to the consumption of  computing resources, such 
as inference time (s), peak power consumption (W), infer-
ence energy (J), memory consumption (MB), and storage 
consumption (MB).

We present the results and discussions of  our experiments 
with YOLO v5 models on low-power devices, namely 
Raspberry Pi and Orange Pi, using various machine learn-
ing frameworks and data types. We highlight the resilience 
of  these models when applied to infrared (IR) images, es-
pecially on coarser data. Notably, Raspberry Pi outper-
forms Orange Pi in terms of  inference time and memory 
consumption, making it a superior choice for object detec-
tion tasks with UAV-based IR imaging. Additionally, we an-
alyze the impact of  model size, data types, and machine 
learning frameworks on inference performance and power 
consumption, offering insights into their trade-offs and 
implications for practical deployments.

We showcase the practicality of  deploying YOLO architec-
ture for object detection in infrared images captured by 
UAVs on resource-constrained Edge Intelligence devices. 
Notably, our findings reveal the Raspberry Pi as a more en-
ergy-efficient choice compared to the Orange Pi. We em-
phasize the significant impact of  framework selection, 
model size, and precision levels on power consumption 
and inference performance, underscoring the need for 
careful optimization to align with specific use case require-
ments.

Our study also underscores the significant influence of  the 
machine learning framework on both inference time and 
power consumption. ONNX shines in memory efficiency, 
TensorFlow Lite emerges as the energy-efficient choice for 
smaller models, and PyTorch delivers consistent perfor-
mance, particularly when memory and power consumption 
need a balanced approach.

Table 1: Inference Time (s) of  YOLO v5 model sizes with float32 data type and
different ML frameworks and devices.
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Table 2: Storage and Memory Consumption (MB) of  YOLO v5 model sizes with 
float32 data type and different ML frameworks.

Figure 2: Comparison of  Inference Peak Power Consumption (W) vs different Machine Learning Frameworks on Orange Pi and Raspberry Pi.

Figure 3: Resource Consumption Measurement Process Visualization.

Figure 4: Sample predictions of  the YOLO v5 (x).

Figure 1: Comparison of  Inference Energy (J) vs different model sizes using fp32 data type on Orange Pi and Raspberry Pi.


